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call processing through the packet switch. A brief
description of the recent change data base is alsopro- ?

vialed to better acquaint the reader with the fundamen-
tal service provisioning process.

2. PHYSICAL DESCRIPTION 9

2.01 The No. 1 PSS packet switch consists of a
3B20D processor, standard peripherals, and fa-

cility interface processors (FIPs).
/

3B20D PROCESSOR .

2.02 The 3B20D processor consists of duplicated 3B
control units (CUS). Each CU consists of a cen- “?

tral processing unit, its memory, a direct memory ac-
cess controller, and input/output (1/0) channels. Dur-
ing normal operation, only one CU is active while the
other is in the standby mode.

1. GENERAL

1.01 This section provides Network Administration
with assignment techniques and considerations

to be used during the service provisioning of user access
lines and trunks to the No, 1 Packet Switching System
(No. 1 PSS) packet switch. In conjunction with the as-
signment process, this section also provides a general
description of the packet switching technology and its
implementation in the Local Area Data Transport
(LADT) network.

1.02 Whenever this section is reissued, the reason(s)
for reissue will be listed in this paragraph.

1.03 The title for each figure includes a number(s) in
parentheses which identifies the paragraph (s) in

which the figure is referenced.

1.04 The terms and specifications provided in this do-
cument are relative to LADT Generic 1, Release

1A. Any references to the No. 1 PSS packet switch re-
late to Version 2.0, Release 2.0.

1.05 It should be noted that the components for ser-
vice oflerings similar to LADT may have

different names but perform like functions. This docu-
ment is generally based on the LADT service offering
implemented in the Florida area, which employs AT&T
Technologies, Inc. products.

1.06 This section also provides a brief overview of the
LADT system, and general information on virtu-

al circuit service and logical channels (LCS). These fa-
cilities are negotiated with the user and used as part of

2.03 The standard peripherals of the packet switch
include moving head disks to provide mass

storage for program text and data, and a magnetic tape
for the output of traffic and usage data as well as for
field updates. The 3B20D processor also supports the
interface to the display terminals, printers, and alarm
devices. 9

2.04 A sample configuration of the packet switch
hardware is provided in Fig. 1. The packet

switch software configuration is based on the Duplex
Multi-Environment Real Time (DMERT) generic
software package for the 3B20D processor. The
DMERT is a general manager of the processor,
memory, and 1/0 processes.

FACILITY INTERFACE PROCESSOR

2.05 The FIP is a processor that has been custom
designed for specific use as the front-end proces-

sor for the packet switch. The purpose of the FIP is to
provide access for the data service vendor lines, trunk
terminations if more than one packet switch is used
within the network, and the Data Subscriber Interface
(DSI) and Administrative Processor (AP) to packet
switch data links.

2.06 The major components of the FIP are:

● central processor unit

● memory

‘

‘+
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● 3B20D interface
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B. CSU to FIP Association

. Digital Data System (DDS) facility interface.

2.07 Each FIP is housed in a FIP frame. Each frame
has a maximum equipage of 12 FIPs. The FIPs

are numbered uniquely, beginning with zero, but for
the entire packet switch. A maximum of five FIP
frames may be employed by a packet switch, for a total
of 60 FIPs, numbered O-59. Figure 2 provides the lay-
out of two FIP frames, beginning with Frame O, FIPO.

ACCESS CONFIGURATION

P

4%

A. Equipment Layout

2.08 The physical interface between the packet switch
user and the FIP is provided by the DDS Chan-

nel Service Unit (CSU). The CSU provides access to
the synchronous DDS channel local loop and provides
the maintenance forces with loop-around testing capa-
bilities. Each CSU is apparatus-coded with respect to
the data transmission speed. A separate model is used
for each of the 56 kbls or 9.6 kbls access lines. A sam-
ple CSU frame is provided in Fig. 3. When fully
equipped, a CSU frame contains 32 CSUS. The CSUS
are grouped in blocks of eight with each group contain-
ing only those CSUS with matching transmission rates.

2.09 To interface with the CSU, the access apparatus
must provide such functions as timing recovery,

proper coding and decoding of signals, and must be ca-
pable of generating and detecting DDS network control
axles. For the packet switch, these functions are pro-
vided by the Data Service Unit (DSU).

2.10 There are different DSU types for different data
rates (56 kb/s or 9.6 kp/s). The DSUS are

grouped by type so that each of the two patch panels
within the DSU frame is associated with a specific type
of DSU. This is mandatory to meet the electrical re-
quirements for the patch panel. A patch panel is a pas-
sive device inserted in the communications path
between the DSUS and the FIPs to facilitate reassign-
ment of a DSU (and the associated DDS channel) to a
given FIP port. The patch panel also provides access to
this path for monitoring and testing. A fully equipped
DSU frame contains a maximum of 16 DSUS, with
each group containing 8 DSUS. Figure 4 depicts a DSU
frame and associated DSUS.

2.11 The DSU provides functions to interface the
FIPs with the CSUS. Each FIP has two ports

(ports O and 1) available for access line terminations.
Each port is connected, via the patch panel, to a DSU
of the corresponding data transmission speed. Each
DSU is, cross-conmxted to a CSU of a matching
transmission rate.

2.12 Figure 5 depicts the association between the
CSUS, the DSUS, and the FIP ports. A fully

equipped CSU frame with 32 CSUS is directly connect-
ed to 32 DSUS (2 fully equipped DSU frames). The
cords from the DSUS terminate at the rear of the patch
panel for the appropriate data transmission rate. Each
port on the FIP has a cord that terminates at the rear
of the patch panel, associating each DSU with a single
FIP port.

3. PACKET SWITCH COMMUNICATIONS

3.01 Packet switching routes data packets to various
destinations. Packet switching store the outgo-

ing packets until there is a confirmation of satisfactory
reception, prior to forwarding and subsequent discard-
ing of the packets. Packet switching minimizes the idle
periods where no useful information is being passed by
interleaving the packets from one user with other pack-
ets, as they are received. These packets are then routed
over the network. This type of statistical multiplexing
allows for the efficient use of shared resources.

PACKET Definition

3.02 A data packet is a fixed maximum length unit of
data and control information that is sent from

the source to the destination. In the case of LADT, the
source is initially the call originator (the dial-up or
direct access subscriber) via connection to the DSI
(user to the packet switch). The destination is the ser-
vice vendor. With Generic 1, Release 1A of LADT,
service vendors cannot initiate calls. Packets of infor-
mation can be transmitted back to the subscriber, based
on the communication inquiry received.

3.03 The configuration of a single data packet is
based on a standard set of communication rules

defined as the X.25 communications protocol. Because
of the size limitation and the required control informa-
tion, a data packet may be one of a series or may be
self-contained. These data packets are transported over
preestablished logical paths called virtual circuits.

Page 3
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VIRTUAL CIRCUIT SERVICES

3.04 Virtual circuit service is the provisioning of an
end-to-end communication path through the log-

ical allocation rather than the physical allocation of the
packet switch resources. The two types of virtual cir-
cuits supported are:

● Virtual Call (VC)

● Permanent Virtual Circuit (PVC).

3.05 The logical path for a VC is a temporary one.
The path is established only when a request for

the service has been made. The logical path for a PVC
is a permanent one. This type of circuit is allocated at
the time of service provisioning for a user, and is readi-
ly available for user access.

3.06 The multiplexing technique enables multiple vir-
tual circuits (either VCS or PVCS) to be set up

over a single access line. This is accomplished by allo-
cating a number of LCS over each access line. A virtual
circuit can be established on each LC. Each data pack-
et is then associated with an LC which is mapped with
the appropriate destination of the virtual circuit.

3.07 For LADT service, the use of VCS is preferred
over the provisioning of PVCS circuits. Because

the VC approach provides a varied selection of the
X.25 facilities. It allows for better congestion controls
in the packet switch due to more frequent opportunities
to block new call setup requests, if needed. A VC also
provides opportunities for more frequent negotiation of
the throughput class, or rate of transmission (another
possible congestion control).

X.25 COMMUNICATIONS PROTOCOL

3.08 Users of the packet switch are provided access
via 9.6 or 56 kb/s access lines using a

specifically designed set of rules, This protocol, is an
international standard that supports the virtual circuit
services (VC and PVC) of the packet switch.

3.09 The X.25 protocol is structured into several in-
dependent levels. Three identifiable levels are:

. Packet level (level 3)

. Link level (level 2)

. Physical level (level 1),

3.10 The level 3 protocol, or the packet level, is the
most complex of the three levels identified. This

level associates and connects the logical channels on ac-
cess lines to support either VCS or PVCS. A maximum
of 511 LCS are provided for the set up of both types of
virtual circuits on each 56 kb/s access line, while a
maximum of 127 logical channels are supported for all
virtual circuits (VCS and PVCS) on each 9.6 kb/s ac-
cess line. The number of LCS provided to a user are
negotiated at service provisioning. This protocol
transfers user data from access lines to and from the
level 2 protocol in the blocks of data called packets,
and provides the flow and control functions specified by
the X.25 protocol parameters.

3.11 The level 2 protocol is the link level protocol
used in packet switch communications. This pro-

tocol controls the data interchange across the physical
line between the packet switch and the user. It also
converts the information into transmission units called
frames. The conversion of the data packet into a frame
is done by level 2 software. During this conversion pro-
cess, the address and control field are attached above
the data packet. The address field identifies whether
the frame of information (data packet and control
fields) is a command or a response. Once the link level
completes its main function of ensuring the transference
of an error-free frame, the frame is then passed to the
level 1 protocol for actual transmission.

3.12 The physical level (level 1) of the communica-
tions protocol is the simplest level. The basic

functions of the level 1 protocol are to activate, main-
tain, and deactivate the physical link between the user
and the packet switch.

3.13 The following user subscription options are
available through the X.25 communications pro-

tocol for the No. 1 PSS Release 2.0 packet switch:

. Closed User Group

. Throughput Class Negotiation

● Flow Control Parameters

. Nonstandard Default Window Sizes

. Nonstandard Default Packet Sizes

. Flow Control Parameter Negotiations

● Permanent Virtual Circuits

‘“m
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f=
. Two-way Logical Circuits

. One-way Outgoing Logical Circuits

. Incoming Calls Barred

. Outgoing Calls Barred

. Fast Select

. Fast Select Acceptance,

.
3.14 Closed User Group: A closed user group

(CUG) facility is established for VCS at the
P. time of service provisioning. This option allows a

number of Data Terminal Equipments (DTEs) belong-
ing to the group to communicate exclusively with each
other. Unless the CUG is provided with an outgoing
access feature, any communication with other DTEs
outside of the group is precluded. (The term DTE
refers to any user equipment which is joined to a data
communications network. It could be anything from a
simple terminal to a large computer system, e.g., a data
service vendor on the LADT network.)

3.15 Throughput Class Negotiation: This facility is

P
established at service provisioning for VCS. It

permits negotiation on a per call basis of the
throughput, classes for each direction of transmission.
The throughput class is the rate of transmission, and
includes from 75 to 9600 bits per second (bps) on 56
kb/s and 9.6 kb/s access lines.

3.16 Flow Control Parameters: This facility refers
to the flow control procedures that are provided

separately for each direction of data transmission.
These procedures include the size of the transmission
window and the actual size of the data packet. The
standard window size for a VC is two packets for each

P
direction of transmission. This means that only the two
data packets in the window may be transmitted. Each
time a packet is transmitted, the next data packet in
line for transmission will move into the window. The
packet sizes that are supported are 128 and 256 bytes.

3.17 Nonstandard Default Window Sizes: This fa-
cility is established at the time of service provi-

,A
sioning for PVCS. It provides for the selection of a win-
dow size from the range of window sizes supported by
the network (2 or 3) for each direction of transmission.
The default value is 2 for both directions of transmis-
sion.

P

3.18 Nonstandard Default Packet Sizes: This facili-
ty is established at the time of service provision-

ing for PVCS. It provides for the selection of a packet
size (128 or 256 bytes) for each direction of transmis-
sion for each PVC. The default value for both direc-
tions of transmission is 128 bytes.

3.19 Flow Control Parameter Negotiation: This fa-
cility permits negotiation of the flow control

parameters (window and packet sizes) on a per call
basis. It applies to VCS, and is negotiated for each
direction of transmission.

3.20 PVCS: This facility is established at service pro-
visioning. It allows for the establishment of per-

manent logical paths, readily available for user access,
rather than paths established only on an as needed or
per call basis.

3.21 Two- Way LCS: This facility is established at
the time of service provisioning. In the case of

2-way LCS, the channel may be used for either incom-
ing or outgoing calls. One direction of transmission does
not take priority over the other.

3.22 One- Way Outgoing LC: This facility is esta-
blished at service provisioning. It restricts the

LC use to originating outgoing VCS only. Use of this
facility ensures that at least one LC will be available
for outgoing VCS, regardless of the amount of incoming
traffic.

3.23 Incoming Calls Barred: This facility, esta-
blished at service provisioning, denies incoming

VCS to the DTE. This option is the equivalent of speci-
fying that all LCS for VCS be established as 1-way out-
going channels.

3.24 Outgoing Calls Barred: This facility prevents
the network from accepting outgoing VCS from

the DTE. It is established at service provisioning, and is
the equivalent to specifying all LCS for VCS as 1-way
incoming channels.

3.25 Fast Select: This per VC facility allows the cal-
ling DTE to send up to 128 bytes of data in the

call request packet, and receive the same amount in the
call connected or clear indication packet. This applies
only if the latter two packets are issued in direct
response to the call request packet.

3.26 Fast Select Acceptance: This facility, esta-
blished at service provisioning, prevents fast

select incoming calls packets from being delivered to a
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DTE which does not support fast select.

4. PACKET SWITCH APPLICATION IN LADT

4.01 The LADT service uses packet switching tech-
nology to provide the access and routing of com-

munications from local subscribers and data base ser-
vice vendors. The significant distinction between LADT
users and specific users as acknowledged by the packet
switch is:

(a) The LADT users are those local residence and
business subscribers who access a service

vendor’s data base via connection to a DSI. Service
vendors, who provide the data bases for inquiry, are
also LADT users, as they are on the receiving end of
the call. A service vendor’s access to LADT is via a
direct connection to the packet switch, using 9.6 or
56 kb/s DDS facilities.

(b) The packet switch users are only those custo-
mers whose access lines interface directly with

the packet switch. Although local LADT subscribers
use the packet switch for the transport of data pack-
ets, the actual direct linkage is only from a DSI to
the packet switch. Therefore, the DSI is considered a
user to the packet switch. Likewise, the Generic 1,
Release 1A LADT AP and the service vendor access
line(s) are established via direct linkage to the pack-
et switch and are also considered users.

4.02 Figure 6 depicts a basic configuration of the
overall LADT network. From this figure it can

be seen that the packet switch is the center of the com-
munications between the local subscribers (via the
DSIS), the service vendors, and the AP.

4.03 The local subscribers to the LADT network ac-
cess the DSI (s) via dial-up or direct facilities.

Dial-up subscribers have shared access to the DSI
through a dial-up multiline hunt group (MLHG).
Direct access subscribers are provided access to the
DSI by use of data SLC* carrier system facilities.

4.04 The DSI to packet switch data link is provided
via a 56 kb/s access line. The virtual circuit

service used for this data link is, by definition, a VC.
Multiple VCS to the packet switch are established on a
request basis, as local dial-up or direct access sub-
scribers place attempts to the service vendor(s) via the
LADT network.

4.05 Access lines from the service vendor(s) to the
packet switch are provided based on service ven- T

dor requirements. There are many arrangements avail-
able to the service vendor, ranging from one or more in-
dividual access lines to a hunt group arrangement.
(Refer to Section 255-025-022 for a description of the “n
variable service arrangements.) The service vendor ac-
cess lines may be either 9.6 or 56 kb/s facilities. Ser-
vice vendor communications to the LADT network (via
the packet switch) may be on a VC or on a PVC basis.
By use of a virtual circuit service and the LC alloca-
tions provided by the packet switch, a service vendor
can use a single access line, and yet still be capable of
interacting with several local subscribers simultaneous-
ly.

4.06 The AP is also provided with a direct data link
to the packet switch. This 9.6 kb/s facility pro-

vides communications between the AP and the packet
switch for the support of the LADT network control
functions. The AP contains the programs responsible
for the network integrity, network management, net-
work service, such as billing and traffic measurements,
and network maintenance of the DSIS.

5. NETWORK ASSIGNMENTS

CONSIDERATIONS

A. Facility Interface Processors

5.01 Each FIP has two ports available for assignment
to either access lines or trunks. These ports are

numbered O and 1 on each FIP. This provides termina-
tions for up to 24 lines and/or trunks per each FIP
frame, which must be assigned during the service provi-
sioning of the DDS facilities to the packet switch.

5.02 The two ports on a single FIP should be as-
signed to either two access lines or two trunks of T,

the same transmission rate. This guideline is provided
for ease in the overall administration of the FIP ports.

5.03 Since the Generic 1, Release 1A LADT network
currently maintains one No. 1 PSS packet

switch, there are no trunks provided that currently re-
quire assignment. Should trunks be provided for com-
munications between two or more packet switches, ‘7
current administrative procedures dictate that a single
FIP should be assigned either lines or trunks to its two
ports; a combination of a line and a trunk is not sug-
gested.

9

‘Trademark of AT&T Technologies, Inc.
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5.04 Anadditional consideration pertaining to FIPsis
P the FIP to DSU association. The DSUS are

clustered in groups of eight, and all eight must be of
the same transmission rate. The cabling between the
FIPs and the DSUS must be taken into consideration at

P the time a FIP port is assigned. It is recommended that
either the equipment engineer or the maintenance J
drawing be consulted to identify any cabling considera-
tions.

B. Logical Channels

5.05 The FIP allocates LCS for user access lines;
trunks do not require LCS. The channels are al-

,- locate by the FIP in blocks of 256. The number of
channels required by a specific service vendor for each
access lines is negotiated at the time of service provi-
sioning. If an access line requires any number up to
256 LCS, the FIP will allocate the full 256 channel
block. If the access line requires between 257 LCS and
the maximum of 511, the FIP will allocate two full
channel blocks of 256 in each. (Note that LC zero is
not available for assignment to an access line or trunk.)
The total number of LCS required per access line is a
consideration when determining the FIP assignment for
the access line.

!= 5,06 A FIP can be equipped with 1 or 2 memory
boards. One memory board is equipped with a

buffer capacity to handle 511 channels. This capacity
could be allocated to a single access line using all 511
LCS, or 2 access lines using up to 256 LCS each. If ad-
ditional LCS are required, a second memory board may
be added to the FIP to provide extra buffer capacity.
However, since a 56 kb/s access line can probably only
support approximately 100 logical channels before ex-
hausting capacity on a bit per second throughput basis,
the likelihood of extra memory being required is low.

n FIP ASSIGNMENT RULES

A. Scope

5.07 There are three basic issues which govern the
rules for the assignment of an access line or

trunk to a FIP port:

n,
. Diversity

. Maintenance and Load Balance

5.08 The purpose of diversification is to minimize the
impact on customers in the event of the failure

of a particular FIP. It would be reasonable to spread
the following access arrangement over at least two
FIPs:

. Service vendors with two or more access lines

. A wire center that has two DSIS or for one
DSI serving dial-up overflow traffic from
another.

5.09 For maintenance and load balance purposes, it is
preferable to spread assignments over a single

port in each FIP prior to completely loading both ports
in a single FIP. If a single port in each equipped FIP
is assigned first, then all FIPs in the office will be
equally loaded and there would be no need for further
load balancing based on the traffic characteristics. This
method exercises all FIPs so that potential problems
can readily be identified in the early stages of service
provisioning.

5.10 The conservation of memory boards is a basic
consideration during the access line assignment

process. The number of LCS required for a specific ac-
cess line impacts whether or not and when an addition-
al memory board needs to be added to the FIP.

B. Access Lhe Assignments

5.11 The conservation of memory boards, along with
diversification, maintenance, and load balance

considerations cause the access line assignment rules to
be segregated into two categories:

. Access lines requiring less than 256 LCS

. Access lines requiring 256 or more LCS.

The number of LCS requested by the customer will be
detailed on the service order at the time of service pro-
visioning.

5.12 If the number of LCS requested for an access
lines is less than 256, then the assignment

should be made in the following sequence:

(1) Assign the line to a FIP on which another cus-
tomer has a line assigned, and the number of

LCS on the already assigned line is less than 256.
. Memory Board Conservation.
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(2) Assign the line to a FIP that has no other as-
signments to it.

(3) Assign the line to a FIP on which another line
for the same customer is already assigned, and

the number of LCS on the already assigned (or
working) line is less than 256.

(4) Assign the line to a FIP on which a different
customer already has a line assigned, and the

number of LCS for the other line is equal to or
greater than 256. If this process is used for the new
assignment, another memory board must be added to
the FIP.

(5) Assign the line to a FIP on which another line
for the same customer is already assigned, and

the number of LCS on the already assigned (or
working) line is equal to or greater than 256. If this
process is used for the new assignment, another
memory board must be added to the FIP.

5.13 If the number of LCS requested for the access
line being assigned is equal to or greater than

256, then the assignment should be made in the follow-
ing sequence:

(1) Assign the line to a FIP that has no other lines
assigned to it.

(2) Assign the line to a FIP on which a different
customer has a line already assigned, and the

number of LCS on the already assigned (or working)
line is equal to or greater than 256. If this process is
used for the new assignment, another memory board
must be added to the FIP.

(3) Assign the line to a FIP on which another line
for the same customer is already assigned, and

the number of LCS on the already assigned (or
working) line is equal to or greater than 256. If this
process is used for the new assignment, another
memory board must be added to the FIP.

(4) Assign the line to a FIP on which a different
customer has a line already assigned, and the

number of LCS on the already assigned (or working)
line is less than 256. If this process is used for the
new assignment, another memory board must be ad-
ded to the FIP.

(5) Assign the line to a FIP on which another line
for the same customer is already assigned, and

the number of LCS on the already assigned (or

working) line is less than 256. If this process is used
for the new assignment, another memory board must

?

be added to the FIP.

LC ASSIGNMENT RULES
T

5.14 The LCS are assigned to each access line, with a
maximum of 11 available assignments (127

maximum for 9.6 kb/s access lines and 511 for 56 kb/s
access lines). These channels are numbered starting
with 1 through 511. The LC O does exist, but is used
by the X.25 communications protocol for restart and
diagnostics. Logical channel O is not available for as-
signment to an access line.

?

5.15 The LC assignments are segregated into those
channels allocated for PVCS, those allocated for

2-way service, and l-way outgoing LCS. The sum of
these three types of channels is the total number of
LCS requested by the user. These channels may be
numbered sequentially, or, a gap of more than one
number can be left in between the channel types for
growth. If a gap is left for growth and administrative
purposes, the total number of LCS allocated (from 1 to
the last number of the last 1-way outgoing channel)
cannot be greater than the maximum number of LCS
allocated in the channel block(s). These rules are ex-
plained in the following paragraphs, and are also pro-
vided in a schematic form in Fig. 7.

5.16 The LC assignments are made in the following
order:

● Pvcs

● 2-way LCS

. 1-way outgoing LCS.

5.17 The PVCS are automatically reserved by the No.
1 PSS packet switch by virtue of not assigning

the channel numbers. The LC number 1 is always the
first channel reserved, with all other channels for PVCS
reserved in numerical order.

5.18 Two-way LC numbers start at “X” (refer to
Fig. 7). The “X” can be calculated by takh-ig

the number of the last PVC LC, and adding a 1 to it.
The rule is that “X” must be either greater than or
equal to the last PVC LC number plus 1. If a larger
gap is desired between the last PVC channel and the
first 2-way channel number, the value of “plus 1” may
be increased. However, paragraph 5.21 provides a rule
regarding the last number of the last LC for the than-
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nel block(s), which must also be considered.
P

5.19 The next number to be determined is the
number of the last 2-way LC requested by the

user. In Fig. 7 this number is represented by “M”. In

,P. order to calculate M, the total number of 2-way LCS
requested must be known.

5.20 The first number of the 1-way outgoing LCS is
the next number to be determined. This number,

represented by “Y” in Fig. 7, is equal to the number of
the last 2-way LC plus at least 1. Again, the “plus 1”
may be increased to provide an administrative gap in
the numbering sequence, provided it coincides with the

n rule stipulated in paragraph 5.21.

5.21 The final number to be determined in the assign-
ment of LC numbers is the number of the last

1-way outgoing channel. In Fig. 7 this number is
identified as “Z”. To determine this number, the total
number of 1-way outgoing channels requested must be
known. These numbers can be assigned sequentially
following the first number of this group of assignments
(1-way outgoing channels). However, this number
must be less than or equal to the maximum number of
channels allocated in the channel block(s).

n ASSIGNMENT PROCEDURES

5.22 For DSIS and the AP, FIP port assignments and
LC allocations are done at the time of installa-

tion. For other users, specifically service vendors, FIP
assignments are made as a part of the service order
process. The LC allocations must be taken into con-
sideration during the determination of the actual FIP
assignment (s).

5.23 In addition to the actual assignment of the FIP
and LCS, the translations work group must also

n
assign facility identifiers (IDs) for each of the ports as-
signed. The facility ID is the software identifier of a
specific port on a FIP, and its associated access line (or
trunk). The facility ID numbers range from O to 239.
(It should be noted that the range extends to 239, for a
total of 240 numbers, because FIPs were initially
designed for four ports instead of two. Thus, 60 FIPs
multiplied by four ports per FIP would have resulted in

,n
a requirement for 240 numbers. However, with two
ports per FIP, it would be feasible to use a range of
numbers from O to 119, although recent change will al-
low O to 239.)

5.24 A numbering scheme is available which would
allow for patterning assignments and provide for

anticipated growth in the number of ports available per
FIP. This process would require port O in all FIPs to be
numbered first, and then port 1 in all FIPs. The
numbering should be sequential, beginning with FIP O,
port O and ending with FIP 59, port 1. In this manner,
if a third port, port 2, was added to each FIP, the
numbering scheme could continue, beginning with FIP
O, port 2, facility ID 120. This pattern would also pro-
vide for a fixed assignment scheme, should a mechan-
ized method of assignment be developed.

5.25 The translation group is also responsible for
maintaining an accurate record of the FIP to the

data terminal number (DTN) relationship. It would be
beneficial to maintain a record of the allocated number
of LCS, if not the actual LC assignments. Figure 8 pro-
vides a sample series of forms that can be used for this
purpose. Use of the Assignment Record form will as-
sist in the complete assignment process related to the
packet switch. These assignments can be easily verified
in recent change.

6. RECENT CHANGE

6.01 Recent change is the semi-permanent record of
logical assignments provided to maintain user

service. The packet switch recent change information
resides within the packet switch memory, and is admin-
istered by the personnel responsible for the local No. 1
PSS data base administration.

6.02 The mode of operation used with the packet
switch recent change is via a group of interactive

forms handled by a modified version of the On-line
Data Integrity (ODIN) system. One such form for re-
viewing and updating is the Customer Service Form, as
provided in Fig. 9. This form is displayed on the
cathode ray tube (CRT) in two parts.

6.03 Figure 10 is an example of a completed Custo-
mer Service Form. This particular example pro-

vides the data base requirements for the DSI to packet
switch access line. The DSI has been allocated a full
set of 200 end point numbers (EPNs) in the assignment
of the DTN or logical network address (LNA). Also,
the facility ID number of 63 follows the recommended
numbering pattern described in paragraph 5.24. The
second screen of the two-part Customer Service Form is
not required for the provisioning of the DSI to packet
switch access line. It is specifically designed to provide
the details relating to MLHG.
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6.04 Table A provides brief definitions for the various TERM DEFINITION

fields on the Customer Service Form, by field
number. For a complete description of each field, refer LC Logical Channel

to the Transport Network (TNET) Input/Output
manual. LNA Logical Network Address

7. ABBREVIATIONS AND ACRONYMS Pss Packet Switching System

7.01 Abbreviations
are defined in

TERM

and acronyms used
the following list:

DEFINITION

AP Administrative Processor

in this section Pvc Permanent Virtual Circuit

CRT

Cu

CUG

DDS

DMERT

DSI

DTE

DTN

EPN

FIP

ID

LADT

Cathode Ray Tube

Control Unit

Closed User Group

Digital Data System

Duplex Multi-Environment
Time

Data Subscriber Interface

Data Terminal Equipment

Data Terminal Number

End Point Number

Facility Interface Processor

(Facility) Identifier

Local Area Data Transport

TNET Transport Network

Vc Virtual Call

8. REFERENCES

8.01 The following sections should be
ences for additional information:

SECTION

255-025-005

Real 255-025-020

255-025-021

255-025-022

255-025-040

255-025-041

255-093-010

255-093-510

TITLE

“--)

f’-’)

used as refer-

LADT General Description

LADT System Administration

Data Subscriber Interface

Data Terminal Numbers

Administrative Processor Measure-
ments

Packet Switch Measurements

Feature Document -No. 1 Packet
Switching System Description

Feature Document-Data Sub-
scriber Interface LADT Network

‘-’!
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Legend:
CC — CENTRAL CONTROLLER

DMAC — DMA CONTROLLER
DSCH — DUAL SERIAL CHANNEL

DDSBS — DUPLEX DUAL SERIAL BUS SELECTOR
DFC — DISK FILE CONTROLLER
IOP — 1’0 PROCESSOR
PC — PERIPHERAL CONTROLLER

MTTY— MAINTENANCE lTY
SC SD — SCANNER/SIGNAL DISTRIBUTOR

MT — MAGNETIC TAPE
PS — PORT SWITCH

lTC — TAPE TRANSPORT CONTROLLER

I

MAIN
STORE

I

STORE > DMAC - —
uPDATE

cc

n

300

!?!2

DISK 3m DISK
‘B DRIVE ‘B DRIVE

o 1

DFC DFC

o 1

I I I

00S0S DDSBS DDSBS

D
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c
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T
DDSBS

—

●

❞

●

● ●

● ●

D
D # LINES

, s FIP

B -%JNKS

s

L

TO OTHER
DSCH

Fig. 1-Packet Switch Hardware Configuration (2.04)
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/
/

FIP 10 FIP 11

-=-l-=-
FIP 6 FIP 7

I COOLING UNIT 1

I HEAT BAFFLE

FIP 4 FIP 5

FIP 2 FIP 3

FIP O FIP 1

l====

I FUSE PANEL

FIP FRAME O

/

FIP 22 FIP 23

FIP 20 FIP 21

FIP 18 FIP 19

COOLING UNIT 1

HEAT BAFFLE

FIP 16 FIP 17

FIP 14 FIP 15

FIP 12 FIP13

COOLING UNIT O

FUSE PANEL

J

Fig. 2-FIP Frames with FIPs (2.07)

FIP FRAME 1
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DATA MOUNTING

CROSS-CONNECT
PANEL

aCHHHl
DATA MOUNTING

PATCH PANEL

Fig. 3-CSU Frame (2.08) Fig. 4-DSU Frame (2.10)
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csu FRAME DSU FRAME FIP FRAME O
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Fig. 5-CSU to FIP Association (2.12)
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%
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+JLOCAL .

t

C.D.

CIJM
I 1.2 KBPS

\ I SWITCH I /

LOCAL SUBSCRIBERS LEGEND:
M = MODEM
D = DATA SLC CARRIER SYSTEM DEVICE

● = FLORIDA APPLICATIONS ONLY

Fig. 6-LADT Network (4.02)
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I
o

1

PVC CHANNELS

N

POSSIBLE GAP

x

i

TWO-WAY LCS

m

POSSIBLE GAP

Y

ONE-WAY OUTGOING Lcs

z
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Fig. 7-Schematic of Logical Channel Rules (5.15)
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PG OF—.

,n

/-’

,n

DATE

ASSIGNMENT RECORD

FIP/DTN/LC ASSOCIATION

FIP ASSIGNMENTS LC ASSIGNMENTS

FAC . 1- WAY MEMORY

DTN FRAME m. PORT ID Pvc 2- WAY m BOARDS SPEED

o 0

0 1

1 0

1 1

2 0

2 1

3 0

3 1

4 0

4 1

5 0

5 1

6 0

6 1

7 0

7 1

8 0

8 1

9 0

9 1

10 0

10 1

11 0

11 1

12 0

12 1

Fig. 8-Assignment Record (Sheet 1 of5) (5.25)



PG OF——

DATE

ASSIGNMENT RECORD (Contd)

FIP/DTN/LC ASSOCIATION

FIP ASSIGNMENTS LC ASSIGNMENTS

FAC . 1 -WAY MEMORY

DTN FRAME w. PORT ID Pvc 2- WAY OUT BOARDS SPEED

13 0

13 1

14 0

14 1

15 0

15 1

16 0

16 1

17 0

17 1

18 0

18 1

19 0

19 1

20 0

20 1

21 0

21 1

22 0

22 1

23 0

23 1

24 0

24 1

25 0

25 1

Hg. 8—Assignment Record (Sheet 2 of 5) (5.25)
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ASSIGNMENT RECORD (Contd)

PG OF——

DATE

FIP/DTN/LC ASSOCIATION

f-

f=

FIP ASSIGNMENTS LC ASSIGNMENTS

FAC . 1- WAY MEMORY

DTN FRAME m. PORT ID Pvc 2- WAY OUT BOARDS SPEED

26 0

26 1

27 1

28 0

28 1

29 0

29 1

30 0

30 1

31 0

31 1

32 0

32 1

33 0

33 1

34 0

34 1

35 0

35 1

36 0

36 1

37 0

37 1

38 0

38 1

Fig. 8-Assignment Record (Sheet 30f5) (5.25)
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DATE

ASSIGNMENT RECORD (Contd)

FIP/DTN/LC ASSOCIATIffl

FIP ASS16WENTS LC ASSIGWENTS

FAC . 1- WAY MEMORY

DTN FRAME No. PORT ID Pvc 2- WAY OuY BOARDS SPEED

39 0

39 1

40 0

40 1

41 0

41 1

42 0

42 1

43 0

43 1

44 0

44 1

45 0

45 1

46 0

46 1

47 0

47 1

48 0

48 1

49 0

49 1

50 0

50 1

51 0

51 1

f-’)

-?

.

-’%
Fig. 8—Assignment Record (Sheet 4 of 5) (5.25)
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PG OF——

DATE

.

f-f

ASSIGNMENT RECORD (Contd)

FIP/DIN/LC ASSOCIATION

FIP ASSIGNMENTS LC ASSIGNMENTS

FAC. 1-WAY MEMORY

DTN FRAME No. PORT ID Pvc 2- WAY OUT BOARDS SPEED

52 0

52 1

53 0

53 1

54 0

54 1

55 0

55 1

56 0

56 1

57 0

57 1

58 0

58 1

59 0

59 1

Fig. 8—Assignment Record (Sheet 50f5) (5.25)
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A. FIRST SCREEN
Customer Service Form

(1) LNA:(2)SRSAGroup:305-768(3 )EPN:3000 (4)Last EPN:3199 (5) Facility Id:63
(6)Spec Addr:! (7)FIPNumbe~ (8) FIPSlot:~—
(9)Access Line State: 6 (lO)Line Speed: 56
(ll)Flow Control Nego:Y (12)Throughput Nego:Y (13)Fa~ Select Accept: ~
(14)Level 2Window Siz~~ ( 15)Su~etwork ID O
(16)Outgoing Calls Barred: N (17)Incoming Calls~arred: N
(18)MaximumNumber of Chann~s: (130t0256)(19)Max PVCChannels:O —
(20)Two WayChannel Range: 1 To 129 (23) One Way Channel Rfige: * To b

(26)Closed U~Gro@_List
——

(27)International Closed User Group Number ID
J_

B. SECONDSCREEN

(29)EPN (30)FID (31)FIP (32)FIP Slot (33)Window (34)Line State
~ AJ !!_ ~ b

—
—
—
—
—
—
—
—
—
—
—
—
—
—
—
—
—
—

“-l

.

Note: 16= field left blank

Fig. 9-Customer Service Form (6.02)
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,m.

.

,f’=

r=

/’-’

.

,

,-

A. FIRST SCREEN

Customer Service Form
(l)LNA: (2)SRSA Group: (3)EPN: (4)Last EPN: (5) Facility Id:_
(6)Spec Addr: (7)FIP Numbe~ (8) FIP Slot:_
(9)Access Lin~ State: (lO)Line Speed~
(ll)Flow Control Nego: (12)Throughput Nego: (13)Fa~ Select Accept:
(14)Level 2 Window Siz=_ (15)Sufietwork ID

—

(16)Outgoing Calls Barred: (17)Incoming Calls=arred:
(18)Maximum Number of Chann~s: (19)Max PVC Channels: —
(20)Tw0 Way Channel Range: To (23)One Way Channel Rfige: To

(26)Closed U~ GroWList
——

(27) Internat ional Closed User Group Number ID

B, SECONDSCREEN

(29)EPN (30)FID (31)FIP (32)FIP Slot (33)Window (34)Line State

—
—
—
—
—
—
—
—
—
—
—
—
—
—
—
—
—
—
—

Fig. 10-Sample Completed Customer Service Form (6.03)
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TABLE A

CUSTOMER SERVICE FORM FIELD DEFINITIONS

FIELD NO FIELD NAME DEFINITIONS

,

,

1

t

;

t

s

r
s

Y
e
e
It

1 LNA The LNA (DTN) consists of three subfields which make up the
10-digit number (fields 2, 3, and 4).

2 SRSA The service region/service area (SRSA) is the first six-digits of the
DTN, which are the Data numbering Plan Area (DNPA) and the
Data Central Office (DCO) code.

3 EPN This is the EPN for the access line, or the first EPN for the group
of assigned DTNs.

4 Last EPN This is the last EPN for a group of or multiple access lines. If the
line or hunt group has a single EPN, this field is left blank.

5 Facility ID This field is an arbitrary number, from a range of O to 239, that is
a software identification of a port on a FIP. Once a number has
been assigned, it cannot be duplicated on another assignment.

6 Spec Addr The specific addressing option is used with hunt groups to send
information over specific lines of a hunt group, This field is left
blank for single lines, including the DSI access line.

7 FIP Number This number, from O to 59, represents the specific FIP the access
line is on. This field is left blank for hunt groups.

8 FIP Slot The FIP slot is the number of the port on the FIP. Valid port
numbers are O or 1. This field will be left blank for hunt groups.

9 Access Line State This field is a read-only field, and is unused for hunt groups.

10 Line Speed This field specifies the transmission rate of an access line or lines
in a hunt group. Valid entries are 56 kb/s or 9.6 kb/s.

11 Flow Control Nego Valid entries for the Flow Control Negotiation field are eithel
“yes” or “no”. This option permits negotiation on a per call basi:
of some X.25 facilities, e.g., packet size. This facility is needed b]
the DSI so that a terminal and service vendor can communicant
using 256 octet data packets. It also allows the DSI and servic{
vendor to negotiate the X.25 level 3 window size. The defaul
value is “yes.”
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,

.

,

TABLE A (Contd)

CUSTOMER SERVICE FORM FIELD DEFINITIONS

[ELD NO FIELD NAME DEFINITIONS

12 Throughput Nego For the Throughput Negotiation field, valid entries are either
“yes” or “no.” This option permits negotiation on a per call basis
of the throughput classes for each direction of data transmission.
Throughput classes up to and including 9600 bps are supported
(i.e., 75, 150, 300, 600, 1200, 2400, 4800, and 9600 bps). The
default throughput class associated with each call is 9600 bps.
The default value for this field is “yes.”

13 Fast Select Accept Specified with either “yes” or “no”. This option authorizes the
network to transmit to the DTE incoming call packets which select
the fast select facility. The default value is yes.

14 Level 2 Window Size The window size for the X.25 level 2. This field is left blank for
hunt groups.

15 Subnetwork ID The subnetwork identification of the line being assigned.

16 Outgoing Calls Barred Specified as either “yes” or “no”. It must be “no” for the DSI
access line, as this field, when specified “yes”, prevents calls from
being originated on the line. The default value is no.

17 Incoming Calls Barred This field is specified as either “yes” or “no”. Incoming calls
barred prevent calls from being received by the line assigned. The
default value is “no.”

18 Maximum Number of This field specifies the maximum number of LCS allocated to the
Channels access line. The DSI access line requires a minimum of 130 LCS.

There is a limit of 512 channels per memory board on a FIP.

19 Max PVC Channels All of the LCS between 1 and the maximum number of PVC
Channels, inclusive, are reserved for PVCS. If this is a hunt
group, the same number of channels is reserved for each line in the
hunt group.

20 Two Way Channel Range This field is the “from/to” range of 2-way channels that the
customer has contracted to use. The number in the first field must
be less than or equal to the number in the second field. The
number in the second field must be less than the maximum
number of channels specified for this access line in field 18. These
fields are not specified if incoming or outgoing access is barred.

23 One Way Channel Range This field specifies the “from/to” range of 1-way outgoing channels
the customer has contracted to use. The number in the first field
must be less than or equal to the number in the second field. The
number in the second field must be less than the maximum
number of channels specified for this access line in field 18. These
fields are not specified if incoming or outgoing access is barred.
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TABLE A (Contd)

CUSTOMER SERVICE FORM FIELD DEFINITIONS

‘ml n N(l lif17T 11 NAM17 DEFINITIONS.“-- . , - . ---- . . . . . . . .

24 Closed User Group List This is the list of a maximum of 10 CUGS that a customer can
belong to. A CUG is one in which only the group members can
communicate with each other.

27 International Closed User The CUGS for each customer are numbered O through 9, from the
Group Number ID first (top) entry to the last (bottom) entry.

28 Hunt Group List The hunt group list is on the second screen of the Customer
Service Form. The hunt group can consist of up to 20 lines. This
list is not used for single lines. No blank rows are allowed
between members in the list, but the order of lines in the list is
insignificant.

29 EPN The EPN for members of the hunt group.

30 Facility ID The facility ID number for members of the hunt group.

31 FIP FIP number for the access line.

32 FIP Slot FIP port number for the access line (same number as field 8).

33 Window Size Level 2 window Size

34 Line State The current line state for the member of the hunt group. This if
read-only field.

‘-l

.

-)

‘-l
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